
Pattern Recognition 146 (2024) 110058

A
0

Contents lists available at ScienceDirect

Pattern Recognition

journal homepage: www.elsevier.com/locate/pr

Hierarchical image-to-image translation with nested distributions modeling
Shishi Qiao a,b,c, Ruiping Wang b,c,∗, Shiguang Shan b,c, Xilin Chen b,c

a College of Information Science and Engineering, Ocean University of China, QingDao, 266100, China
b Key Laboratory of Intelligent Information Processing of Chinese Academy of Sciences, Institute of Computing Technology, Chinese Academy of
Sciences, Beijing, 100190, China
c University of Chinese Academy of Sciences, Beijing 100049, China

A R T I C L E I N F O

Keywords:
Image-to-image translation
Distribution modeling
Information entropy
Generative adversarial network

A B S T R A C T

Unpaired image-to-image translation among category domains has achieved remarkable success in past
decades. Recent studies mainly focus on two challenges. For one thing, such translation is inherently multi-
modal (i.e. many-to-many mapping) due to variations of domain-specific information (e.g., the domain of house
cat contains multiple sub-modes), which is usually addressed by predefined distribution sampling. For another,
most existing multi-modal approaches have limits in handling more than two domains with one model, i.e. they
have to independently build two distributions to capture variations for every pair of domains. To address these
problems, we propose a Hierarchical Image-to-image Translation (HIT) method which jointly formulates the
multi-domain and multi-modal problem in a semantic hierarchy structure by modeling a common and nested
distribution space. Specifically, domains have inclusion relationships under a particular hierarchy structure.
With the assumption of Gaussian prior for domains, distributions of domains at lower levels capture the local
variations of their ancestors at higher levels, leading to the so-called nested distributions. To this end, we
propose a nested distribution loss in light of the distribution divergence measurement and information entropy
theory to characterize the aforementioned inclusion relations among domain distributions. Experiments on
ImageNet, ShapeNet, and CelebA datasets validate the promising results of our HIT against state-of-the-arts,
and as additional benefits of nested modeling, one can even control the uncertainty of multi-modal translations
at different hierarchy levels.
1. Introduction

Image-to-image translation is the process of mapping images from
one domain to another, during which change the domain-specific aspect
and preserve the domain-irrelevant information [1]. It has wide appli-
cations in computer vision and computer graphics [2–9] such as map-
ping photographs to edges/segments, colorization, super-resolution,
inpainting, attribute/category transfer, style transfer, etc. In this work,
we focus on the task of category transfer [4,5,10], i.e. images sharing
the same category label belong to one domain.

Such task has achieved significant development and impressive
results in terms of image quality in recent years, benefiting from
the improvement of generative adversarial nets (GANs) [11,12]. Rep-
resentative methods include pix2pix [2], UNIT [13], CycleGAN [4],
DiscoGAN [14], DualGAN [14] and DTN [15]. More recently the study
of this task mainly focuses on two challenges. The first is the ability
of involving translation among multiple (more than just two) domains
into one model. It is quite a practical need for users. Most existing
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works have to train a separate model for each pair of domains, which
is obviously inefficient. To deal with such problem, StarGAN [16]
and AttGAN [17] leverage one generator to transform an image to
any domain by taking both the image and the target domain label as
conditional input supervised by an auxiliary domain classifier.

Another challenge is the multi-modal problem, which is early ad-
dressed by BicycleGAN [18]. Most techniques including the recent
StarGAN can only yield a single determinate output in the target
domain given a source image as input. However, for many translation
tasks, mappings are naturally multi-modal (i.e. many-to-many). As
shown in Fig. 1, when translating a cat (i.e. the source domain) to
the dog category (i.e. the target domain), the target output actually
could have many possible appearances, such as becoming a Husky, a
Samoyed, or other specific dog breeds. To address this issue, most recent
works including BicycleGAN [18], MUNIT [5] and DRIT [10] model
a continuous and multivariant distribution independently for each do-
main to represent the variations of domain-specific information, and
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Fig. 1. An illustration of a hierarchy structure and the distribution relationship of categories in a 2D space. The multi-domain issue is shown in the horizontal direction (blue
dashed arrow) while the multi-modal issue is indicated in the vertical direction (red dashed arrow). Since one child category is a special case of its parent, in the distribution
space it is a conditional distribution of its parent, leading to the nested relationship. Best viewed in colors. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
have achieved diverse and high-quality results for several two-domain
translation tasks, yet leaving space to multi-domain translation.

In this paper, we aim at involving the abilities of both multi-domain
and multi-modal translation into one model. As shown in Fig. 1, it
is noted that categories have natural hierarchical relationships. For
instance, the cat, dog, and bird are three special children of the animal
category since they share some common visual attributes. Furthermore,
in the dog domain, some samples are named husky and some of them
are called samoyed due to the appearance variations of being dog. Of
course, one can continue to divide husky to be finer-grained categories
based on the variations of certain visual attributes. Such hierarchical
relationships widely exist among categories in the real world since it
is a natural way for our human to understand objects according to
our needs [19–22]. With such findings, when we review again the
image translation task, the multi-domain and multi-modal issues can
be understood from two orthogonal views. From the horizontal view
as indicated by the blue dashed arrow, multi-domain translation is
the mapping among domain-specific variations of categories. From the
vertical view (the red dashed arrow), multi-modal translation further
divides such domain-specific variations into some more specific and
local sub-modes within each category domain. Such sub-modes at low
levels are the local subspaces of the holistic variation space at high
levels.

Inspired by the above observations, we propose a Hierarchical
Image-to-image Translation (HIT) method which jointly formulates the
multi-domain and multi-modal categorical translation problem in a
semantic hierarchy structure. Specifically, our method models domain-
specific variations of categories in the form of multiple continuous and
multivariant Gaussian distributions in a common space. Such distri-
bution modeling is inherently different from previous methods whose
domain distributions are the same Gaussian. Therefore, their frame-
works either needs multiple encoder–decoder pairs [5,10,18], or other
elaborately designed auxiliary network modules [23,24] to realize the
translation to multiple domains, which is memory inefficient when
deployed. As for our method, only using one encoder–decoder can
achieve this just by sampling from different categorical distributions in
the common space. To further ensure the diversity (i.e. the multi-modal
goal) of each category distribution in the common space, we consider
the hierarchical inclusion relationship among categories, i.e. explicitly
divide the distribution of one category into several more specific and
local sub-distributions, leading to the nested distributions as conceptu-
ally shown in the 2D illustration in Fig. 1. To this end, we propose a
novel nested distribution loss by resorting to the theory of distribution
divergence and information entropy. On one hand, the divergence
of distributions with nested relation (e.g. husky and dog) should be
smaller than a threshold while that between other pair of distributions
should be larger than a margin. On the other hand, the uncertainty of
semantics when sampling at higher hierarchy levels (i.e more global
2

distribution space) should be larger than that at lower levels (i.e. more
local and specific area in the space), which can be characterized by the
information entropy measurement, (e.g. variations of the dog are larger
than one of its children husky, result in larger entropy of the former
than the latter when sampling). Combining the nested distributions
modeling with the conditional GAN framework, our HIT achieves multi-
domain, multi-modal, and even multi-granularity translation abilities.
Experiments on challenging ImageNet, ShapeNet, and CelebA datasets
validate the promising performance of our method.

The rest of this paper is organized as follows. Section 2 reviews
and discusses the progress of relevant research directions. Section 3
details the proposed method, followed by the experiments and results
in Section 4. The discussion is presented in Section 5. Finally, our
conclusion is drawn in Section 6.

2. Related works

Conditional Generative Adversarial Networks. GAN [11] is prob-
ably one of the most creative frameworks in the last decades for the
deep learning community. It contains a generator and a discriminator.
The generator is trained to fool the discriminator, while the discrimi-
nator in turn tries to distinguish the real and generated data. Various
GANs have been proposed to improve the training stability, including
better network architectures [25–29], more reasonable distribution
metrics [30–32], and normalization [33,34]. With these improvements,
GANs have been applied to many conditional tasks [12], such as
image generation given class labels [35] or styles of real images [36],
super-resolution [3], image dehazing [37], text2image [38], 3D recon-
struction from 2D input [39], image manupulation/editing [40,41] and
image-to-image translation introduced below.

Image-to-image Translation. Pix2pix [2] is the first unified frame-
work for the task of image-to-image translation based on conditional
GANs, which combines the adversarial loss with a pixel-level L1 loss
and thus requires the pairwise supervision between two domains. To
address this issue, unpaired methods are proposed including UNIT [13],
DiscoGAN [14], DualGAN [42], CycleGAN [4], AsymGAN [43] and
DTCDN [44]. UNIT combines the variational auto-encoder and GAN
framework, and proposes to share partial network weights of two do-
mains to learn a common latent space such that corresponding images
in two domains can be matched in this space. DiscoGAN, DualGAN,
CycleGAN, AsymGAN and DTCDN all leverage a cycle consistency loss
which enforces that one can re-translate the target image back to the
original image. More recently, TUNIT [45–47] address the complete
unsupervised translation setting without domain labels by clustering or
contrastive learning.

Recent works mainly focus on the issues of multi-domain and multi-
modal. To deal with multi-domain translation in one generator, Star-
GAN [16] and AttGAN [17] take target label and input image as
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Fig. 2. Overview of our framework, which consists of five modules: an encoder, a distributions modeling module, a decoder, a discriminator, and a hierarchical classifier. Given
images from different categories, the encoder extracts domain-irrelevant and domain-specific features respectively from the content and style branches. Then the decoder takes them
as input to reconstruct the inputs supervised by the reconstruction losses. To realize the multi-modal and multi-domain translation, domain distributions are modeled in a common
space based on the semantic hierarchy structure and elaborately designed nested loss including divergence and entropy constraints. Combining the domain-irrelevant features and
sampled styles from the distribution (e.g., 𝑁1

1 , 𝑁2
2 or 𝑁3

3 ), the decoder translates them to the target domain, guided by the adversarial loss and hierarchical classification loss. Best
viewed in colors and zoom-in. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
conditions, and uses an auxiliary classifier to classify translated image.
As for the multi-modal issue, BicycleGAN [18] proposes to model
continuous and multivariant distributions. However, it requires input–
output pairwise annotations. To overcome this problem, MUNIT [5]
and DRIT [10] adopt a disentangled representation for learning diverse
translation results from unpaired training data. [48] proposes to in-
terpolate the latent codes between input and referred image to realize
diverse generations. [6] introduces a diversity objective by encouraging
the distance among multiple outputs. DMIT [23], StarGAN v2 [24]
and i-StyleGAN [49] combine the advantage of StarGAN and MUNIT,
i.e. fusing the target label and styles sampled from a shared distribution
to realize both multi-domain and multi-modal translation. They assume
all domains share the same distribution of variations, which may not
be reasonable especially for categories whose distribution structures are
obviously different. To address such issue, GMM-UNIT [50] proposes to
fit domains to a Gaussian mix distribution, where each component is
associated to a domain. We also attempt to model multi-domain into
one common distribution space, the key difference is that we lever-
age the natural hierarchy relationships to constrain the distributions
space to be nested, resulting in both multi-domain, multi-modal, and
granularity-controlled translations.

Hierarchy-regularized Learning. Hierarchical learning is a natural
learning manner for humans and we describe objects in the world
from abstract to detailed according to our needs. For machine learning
and computer vision, such semantic hierarchies have been widely
explored in object classification for accelerating recognition [19,51],
obtaining multiple granularities of predictions [20,22], making use of
category relation graphs [52,53], and improving recognition accuracy
as additional supervision [21,54–58]. Apart from these discriminative
tasks, [59,60] propose to use generative models to disentangle the fac-
tors from low-level to high-level representations that can construct an
object. [61] uses an unsupervised generative framework to hierarchi-
cally disentangle the background, object shape, and appearance from
an image. In natural language processing, [62] proposes a probabilistic
word embedding method to capture the semantics described by the
WordNet hierarchy. Our method first introduces such semantic hierar-
chy to tackle the challenging domain distributions modeling problem
in the multi-modal and multi-domain image translation task with the
novel nested distribution loss.

3. Approach

3.1. Problem formulation

Let 𝑥𝑖 be a natural image from domain 𝑖. The goal of trans-
lation between two category domains is to estimate the conditional
3

probability 𝑝(𝑥𝑗 |𝑥𝑖) by learning an image-to-image translation model
𝑝(𝑥𝑖→𝑗 |𝑥𝑖), where 𝑥𝑖→𝑗 is a sample produced by translating 𝑥𝑖 to domain
𝑗 . We assume that 𝑥𝑖 can be disentangled by the encoder 𝐸 into the
content part 𝑐 ∈  that is shared by all domains (i.e. domain-irrelevant
information) and the style part 𝑠𝑖 ∈ 𝑖 that is specific to domain 𝑖
(i.e. domain-specific variations). As discussed in Section 1, image-to-
image translation is the mapping between domain-specific variations
of categories, and such mapping is usually multi-modal (i.e. many-
to-many mapping). By modeling 𝑗 as a continuous and learnable
Gaussian distribution 𝑁𝑗 , 𝑥𝑖 can be simply translated to domain 𝑗 by
𝐺(𝑐, 𝑠𝑗 ) where 𝑠𝑗 is randomly sampled from 𝑁𝑗 and 𝐺 is a decoder.

In this paper, we aim to efficiently translate among multiple do-
mains with only one pair of (𝐸,𝐺). To this end, we propose to model
Gaussians of  for domains in a common space such that the single
decoder 𝐺 could generate a target image based on which Gaussian is
sampled from. Furthermore, as introduced in Fig. 1, a coarse category
domain can be divided into several fine-grained domains, leading to the
hierarchy structure among domains and nested Gaussian distributions
in the common space. Formally speaking, the concept of hierarchical
level 𝑙 is introduced for the domain  𝑙

𝑖 (𝑙 = 1, 2,… , 𝐿 and 𝑖 = 1, 2,… , 𝐶𝑙,
where 𝐶𝑙 is the number of categories at the 𝑙th level). 𝑁 𝑙

𝑖 denotes the
Gaussian distribution for styles  𝑙

𝑖 of domain  𝑙
𝑖 . With such hierarchical

distributions, the goal of multi-modal translation could be more specific
and granularity controlled, i.e. one can explicitly set which sub-mode
and which hierarchical level of the target domain the input image will
be translated to (e.g. to the husky or the samoyed instead of just the
ambiguous dog domain).

Fig. 2 shows an overview of the proposed method. It only contains
one pair of encoder and decoder for hierarchical domains  𝑙. The
encoder factorizes 𝑥𝑙𝑖 into a content part 𝑐 and a style part 𝑠𝑙𝑖, i.e. (𝑐, 𝑠𝑙𝑖) =
𝐸(𝑥𝑙𝑖). The decoder can reconstruct them back to the input image via
𝐺(𝑐, 𝑠𝑙𝑖). Image-to-image translation is performed by randomly sampling
style codes 𝑠𝑘𝑗 from the target domain distribution 𝑁𝑘

𝑗 and then using
𝐺 to obtain the target image 𝑥𝑙→𝑘

𝑖→𝑗 = 𝐺(𝑐, 𝑠𝑘𝑗 ). The framework is trained
with adversarial loss that ensures the translated images approximate
the manifold of natural images, hierarchical classification loss that
makes the generation conditioned on the sampled domain, nested
distribution loss including divergence and entropy terms that con-
strain modeled distributions to satisfy their hierarchical relationships,
as well as bidirectional reconstruction losses that ensure enough and
meaningful information be encoded.

3.2. Nested distribution loss

The common space of domain distributions is constrained in terms
of two aspects. For one thing, the nested relationship is directly charac-
terized by the distribution divergence. For another, the uncertainty of



Pattern Recognition 146 (2024) 110058S. Qiao et al.

a
d
𝑣

w
t
g
g
c
r

E
m
w

𝑑

w
u
c
m
𝐷
l
A
l

i
d
n



w
s

s
c
s
d
e
t



w
p
s
(
s
E



3

e
t
g

e
c
w
d




c
t
c
a
i
𝑘
N
c
c
l





E

w

t
r

f



w
a



semantic information of generated images is aligned with the hierarchy
levels of the target domains by the information entropy.

Divergence Loss. In math, the relation between a parent node 𝑢 and
child node 𝑣 in the hierarchy is called partial order relation [63],

efined as 𝑣 ⪯ 𝑢. In the application of taxonomy, for concept 𝑢 and
, 𝑣 ⪯ 𝑢 means every instance of category 𝑣 is also an instance of

category 𝑢, but not vise versa. We call such partial order on probability
densities as the notion of nested. Let 𝑔 and 𝑓 be the densities of 𝑢 and
𝑣 respectively, if 𝑣 ⪯ 𝑢, then 𝑓 ⪯ 𝑔, i.e. 𝑓 is nested in 𝑔. Quantitatively
measuring the loss of violating the nested relation between 𝑓 and 𝑔 is
not easy. According to the definition of partial order, strictly measuring
that can be done as:

{𝑥 ∶ 𝑓 (𝑥) > 𝜂} − {𝑥 ∶ 𝑔(𝑥) > 𝜂} (1)

here {𝑥 ∶ 𝑓 (𝑥) > 𝜂} is the set where 𝑓 is greater than a nonnegative
hreshold 𝜂. Eq. (1) describes the disjoint support set between f and
, given a density threshold 𝜂, i.e. how many regions with densities
reater than 𝜂 of 𝑓 are not nested in those of 𝑔. Therefore, 𝜂 indi-
ates the nested degree required by us. Small value of 𝜂 means high
equirement for the overlap between 𝑓 and 𝑔 to satisfy 𝑓 ⪯ 𝑔 in Eq. (1).

We aim to end-to-end optimize the framework. Unfortunately,
q. (1) is difficult to be computed with differentiable formulation for
ost distributions like widely used Gaussians. Inspired by the work in
ord embedding [62], we turn to use a thresholded divergence:

𝛼(𝑓, 𝑔) = 𝑚𝑎𝑥(0, 𝐷(𝑓 ∥ 𝑔) − 𝛼) (2)

here 𝐷(⋅ ∥ ⋅) is a divergence measurement between densities. We
se the KL divergence which describes the loss of using 𝑔 to fit 𝑓 ,
onsidering its simple formulation for Gaussians. Such loss is a soft
easure of violation of the nested relation. If and only if 𝑓 = 𝑔, then
(𝑓 ∥ 𝑔) = 0. In case of 𝑓 ⪯ 𝑔, 𝐷(𝑓 ∥ 𝑔) would be positive but not too

arger than a threshold 𝛼. The threshold 𝛼 is a necessary relax term.
ssuming multiple 𝑓 nested in 𝑔, directly minimizing 𝐾𝐿(𝑓 ∥ 𝑔) will

ead to all 𝑓 concentrating to the center of 𝑔, which is not desired.
To learn the nested distributions for domains in the hierarchy shown

n Fig. 2, the penalty described by Eq. (2) between a positive pair of
istributions (𝑁 𝑙

𝑖 ⪯ 𝑁𝑘
𝑗 ) should be minimized, while that between a

egative pair (𝑁 ′𝑙
𝑖  𝑁 ′𝑘

𝑗 ) should be greater than a margin 𝑚:

𝑑𝑣𝑔 = 1


∑

(𝑁 𝑙
𝑖 ,𝑁

𝑘
𝑗 )∈

𝑑𝛼(𝑁 𝑙
𝑖 , 𝑁

𝑘
𝑗 )

+ 1


∑

(𝑁 ′ 𝑙
𝑖 ,𝑁 ′𝑘

𝑗 )∈

𝑚𝑎𝑥{0, 𝑚 − 𝑑𝛼(𝑁
′𝑙
𝑖 , 𝑁

′𝑘
𝑗 )}

(3)

where  and  denote the numbers of positive and negative pairs
respectively.

Entropy Loss. Under the hierarchy, a sample from one non-leaf
distribution can be located in any one of its nested sub-distributions.
To be more specific, a particular sample from 𝑁𝑘

𝑗 (e.g. the dog) is
determinately located in one of its child domain (e.g. the husky), but
plenty of such sampling would be uncertainly located in every child
domain (e.g. half to half in the husky and samoyed). In this paper,

e leverage the probability information entropy loss to capture such
emantic certainty and uncertainty.

We introduce an auxiliary hierarchical classifier 𝐷𝑐𝑙𝑠 sharing the
ame backbone with the discriminator 𝐷𝑑𝑖𝑠, which outputs normalized
ategorical predictions at different levels for a translated image. As-
uming 𝑠𝑘𝑗 of the generated image is sampled from a non-leaf target
omain distribution 𝑁𝑘

𝑗 , and 𝑝𝑙𝑖 is the prediction for such image on its
ncapsulated domain  𝑙

𝑖 (𝑁 𝑙
𝑖 ⪯ 𝑁𝑘

𝑗 , 𝑘 < 𝑙 <= 𝐿). The entropy loss can
hus be formulated as:

𝑒𝑛𝑡 =[E𝑠𝑘𝑗 ∼𝑁
𝑘
𝑗

𝐿
∑

𝑙=𝑘+1

𝐶𝑙
∑

𝑖=1,𝑁 𝑙
𝑖⪯𝑁

𝑘
𝑗

−𝑝𝑙𝑖𝑙𝑜𝑔
𝑝𝑙𝑖 ]

+[
𝐿
∑

𝑙=𝑘+1

𝐶𝑙
∑

𝑙 𝑘

𝑝̄𝑙𝑖𝑙𝑜𝑔
𝑝̄𝑙𝑖 ]

(4)
4

𝑖=1,𝑁𝑖⪯𝑁𝑗
here 𝑝̄𝑙𝑖 is the average prediction for multiple translated images sam-
led from the same 𝑁𝑘

𝑗 . The first term in Eq. (4) constrains a particular
ample from 𝑁𝑘

𝑗 can be definitely predicted as one of its children
small entropy), and the second means one cannot always predict every
ample from 𝑁𝑘

𝑗 as its same child (large entropy). Combined with
q. (3), the nested distribution loss is:

𝑛𝑒𝑠𝑡 = 𝑑𝑣𝑔 + 𝑒𝑛𝑡 (5)

.3. Other translation loss functions

Apart from the proposed nested loss in Eqs. (3) and (4), our HIT is
quipped with an adversarial loss and a hierarchical classification loss
o distinguish which domain the generated images belong to, and two
eneral reconstruction losses applied on both images and features.
Adversarial Loss. GAN is an effective objective to match the gen-

rated images to the real data manifold. The discriminator 𝐷𝑑𝑖𝑠 tries to
lassify natural images as real and distinguish generated ones as fake,
hile the generator 𝐺 learns to improve image quality to fool 𝐷𝑑𝑖𝑠,
efined as:

𝐺𝐴𝑁 (𝐷𝑑𝑖𝑠) = E𝑐∼𝑝(𝐸(𝑥𝑙𝑖 )),𝑠
𝑘
𝑗 ∼𝑁

𝑘
𝑗
[𝑙𝑜𝑔(𝐷𝑑𝑖𝑠(𝐺(𝑐, 𝑠𝑘𝑗 )))]

+E𝑥𝑙𝑖∼𝑝(𝑥)
[1 − 𝑙𝑜𝑔(𝐷𝑑𝑖𝑠(𝑥𝑙𝑖))]

𝐺𝐴𝑁 (𝐸,𝑁,𝐺) =

E𝑐∼𝑝(𝐸(𝑥𝑙𝑖 )),𝑠
𝑘
𝑗 ∼𝑁

𝑘
𝑗
[𝑙𝑜𝑔(1 −𝐷𝑑𝑖𝑠(𝐺(𝑐, 𝑠𝑘𝑗 )))]

(6)

Hierarchical Classification Loss. We impose hierarchical domain
lassification loss when optimizing 𝐺 and 𝐷𝑐𝑙𝑠, i.e. using real images to
rain 𝐷𝑐𝑙𝑠 and generated ones to optimize 𝐺. In general, the deeper of
ategory levels in the hierarchy, the more difficult it to distinguish. To
lleviate such problem, the loss is cumulative, i.e. classification loss of
mages at the 𝑘th level is the summation of losses of all levels above
(e.g. a husky should be classified as a dog, an animal at high levels).
ote that this is different from Eq. (4) which is used for estimating the
lassification uncertainty below current levels while Eq. (7) is used for
lassification with real category labels above (and including) current
evels.

𝑐𝑙𝑠(𝐷𝑐𝑙𝑠) = E𝑥𝑙𝑖∼𝑝(𝑥)
[
𝐿
∑

𝑙=1
−𝑙𝑜𝑔(𝐷𝑐𝑙𝑠(𝑦𝑙𝑖|𝑥

𝑙
𝑖))]

𝑐𝑙𝑠(𝐸,𝑁,𝐺) =

𝑐∼𝑝(𝐸(𝑥𝑙𝑖 )),𝑠
𝑘
𝑗 ∼𝑁

𝑘
𝑗
[

𝑘
∑

𝑙=1
−𝑙𝑜𝑔(𝐷𝑐𝑙𝑠(𝑦𝑙𝑗 |𝐺(𝑐, 𝑠𝑘𝑗 )))]

(7)

here 𝑦𝑙𝑖 is the category label of 𝑥𝑖 at the 𝑙th level.
Bidirectional Reconstruction Loss. To ensure meaningful informa-

ion encoded and inverse between 𝐺 and 𝐸, we encourage the net to
econstruct both images and latent features.

– Image reconstruction loss:

𝑥
𝑟𝑒𝑐𝑜𝑛 = E𝑥𝑙𝑖∼𝑝(𝑥)

[‖𝐺(𝑐, 𝑠𝑙𝑖) − 𝑥𝑙𝑖‖1] (8)

– Feature reconstruction loss:
𝑐
𝑟𝑒𝑐𝑜𝑛 = E𝑐∼𝑝(𝐸(𝑥𝑙𝑖 )),𝑠

𝑘
𝑗 ∼𝑁

𝑘
𝑗
[‖𝐸(𝐺(𝑐, 𝑠𝑘𝑗 )) − 𝑐‖1]

𝑠
𝑟𝑒𝑐𝑜𝑛 = E𝑐∼𝑝(𝐸(𝑥𝑙𝑖 )),𝑠

𝑘
𝑗 ∼𝑁

𝑘
𝑗
[‖𝐸(𝐺(𝑐, 𝑠𝑘𝑗 )) − 𝑠𝑘𝑗 ‖1]

(9)

Full Objectives. To learn 𝐸, 𝐺 and 𝑁 , we need to optimize the
ollowing terms:

(𝐸,𝐺,𝑁) =𝐺𝐴𝑁 (𝐸,𝑁,𝐺) + 𝑐𝑙𝑠(𝐸,𝑁,𝐺) + 𝜆1𝑛𝑒𝑠𝑡

+ 𝜆2𝑥
𝑟𝑒𝑐𝑜𝑛 + 𝜆3(𝑐

𝑟𝑒𝑐𝑜𝑛 + 𝑠
𝑟𝑒𝑐𝑜𝑛)

(10)

here 𝜆1, 𝜆2 and 𝜆3 are loss weights of different terms. 𝐷𝑑𝑖𝑠 and 𝐷𝑐𝑙𝑠
re updated with the following losses:

(𝐷 ,𝐷 ) =  (𝐷 ) +  (𝐷 ) (11)
𝑑𝑖𝑠 𝑐𝑙𝑠 𝐺𝐴𝑁 𝑑𝑖𝑠 𝑐𝑙𝑠 𝑐𝑙𝑠



Pattern Recognition 146 (2024) 110058S. Qiao et al.

a
r

4

4

u
g
a
d
c
g
e
k

t
L
d
t
i
h
t
t
d
I
a
t
t

4

m
p
m
S
e
h
S
i
h

3.4. Implementation details

Our HIT is implemented with Pytorch platform.1 Images are re-
sized to 128*128 resolution for all datasets. The design of the back-
bones follows recently proposed image generation [34] and translation
works [5]. As shown in Fig. 2, we add a distribution modeling mod-
ule where a pair of mean vector and diagonal covariance matrix of
Gaussian for each domain is parameterized to learn. We also equip
the residual blocks of 𝐺 with Adaptive Instance Normalization (AdaIN)
whose parameters are dynamically generated by a multi-layer percep-
tion (MLP) from the encoded or sampled style code. More network
details are given in the supplementary material.

We use Adam optimizer with 𝛽1 = 0.5, 𝛽2 = 0.999, and initial
learning rate of 0.0001. We train HIT for 500K iterations and half
decay the learning rate every 100K iterations. We set batch size to 8. In
Eq. (4), 5 samples for each target domain are used to find the average
prediction. The loss weights 𝜆1, 𝜆2 and 𝜆3 in Eq. (10) are set as 1, 10
nd 1 respectively. 𝛼 and 𝑚 in Eq. (3) are empirically set as 50, 200
espectively. Random mirroring is applied during training.

. Experiments

.1. Datasets and evaluation metrics

Datasets. We conduct experiments on hierarchical annotated data
of ImageNet [64] and ShapeNet [65]. Typical images are shown in
the supplementary material. Following [5], we collect animal heads
from 3 super domains including house cat, dog and big cat in ImageNet
sing the official train/test protocol. Each super domain contains 4 fine-
rained categories, which thus construct a three-level hierarchy (root is
nimal). These images are processed by a pre-trained faster-rcnn head
etector and then cropped as the inputs for translation. ShapeNet is
onstitutive of 51,300 3D models covering 55 common and 205 finer-
rained categories. 12 2D images with different poses are obtained for
ach 3D model. A three-level hierarchy of furniture containing different
inds of tables and sofas are defined. The ratio of train/test split is 4:1.
Evaluation Metrics. Following [23], we use Fréchet Inception Dis-

ance (FID) [66] to evaluate the appearance quality of images, and
earned Perceptual Image Patch Similarity [67] (LPIPS) to measure the
iversity of visual modes. We also employ 30 users to choose the best
ranslated images from different methods in terms of semantic match-
ng degree with target domains and image quality. The percentage of
uman preference for each method is reported (more details about
he user study can be found in the supplementary materials). Besides,
o quantitatively and automatically evaluate the semantic matching
egree with target domains, we also finetune the AlexNet classifiers on
mageNet and ShapeNet datasets, and compute the top-1 classification
ccuracy of the translated images for compared methods. Last but not
he least, the number of network parameters of each method is reported
o evaluate the memory efficiency.

.2. Comparisons with state-of-the-arts

We mainly compared methods proposed for the objectives of either
ulti-domain or multi-modal translation (or both). Considering the un-
aired training settings, the multi-domain method StarGAN [16], multi-
odal method MUNIT [5], and multi-mapping method DMIT [23] and

tarGAN v2 [24] are compared. Since MUNIT needs to train a model for
ach pair of domains, it is trained for domain pairs of house cat↔dog,
ouse cat↔big cat and big cat↔dog on ImageNet, and sofa↔table on
hapeNet, respectively. The average of evaluations on all domain pairs
s reported. As for StarGAN, DMIT, and StarGAN v2, translations among
ouse cat, dog and big cat domains on ImageNet, and between sofa

1 The source codes are released at https://github.com/ssqiao/HIT.
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and table domains on ShapeNet are learned. Important parameters of
methods are tuned according to the recommendations by their authors,
original references, as well as their opened codes. As comparison,
results of our HIT in corresponding domain levels are reported.

Figs. 3 and 4 show qualitative results of translations on ImageNet
and ShapeNet respectively. We can draw three main conclusions. (1).
Existing multi-domain methods including StarGAN and DMIT do not
perform well on the challenging category domain translation task. This
is mainly limited by the flat auxiliary classifiers they used to distinguish
domains of images or styles. Such supervisions do well in the fine-
grained domain transfer tasks such as face attributes editing [16]
(results on CelebA [68] dataset are shown in the supplementary ma-
terials.), fine-grained text-to-image generation and scene style transfer
[23]. When it comes to the categorical translation which requires large
variations on object appearance and shapes, the flat domain classi-
fiers may not capture the full semantic difference among categories
(i.e. over-fitting to finite category annotations) and thus these methods
only make slight textures or colors change to the inputs. (2). As
comparison, the two-domain adversarial learning method MUNIT and
multi-task adversarial learning method StarGAN v2 can better capture
the global distributions of categories, resulting in reasonable semantic
changes of objects. (3). Our HIT performs well on this task, though we
also adopt a domain classifier. Differently, our classifier is hierarchical
which fully leverages the supervisions at different semantic levels and
can thus capture domain difference as much as possible. Besides, the
proposed entropy loss in Eq. (4) can be regarded as a kind of domain ad-
versarial learning to some extent, i.e. a particular sample from a target
domain at a high level should be certainly classified among its children
(small entropy) while plenty of sampling from the same domain should
distribute evenly among every child (large entropy). In other words, the
hierarchical and entropy-based adversarial classification together make
our HIT better capture the semantics of categories.

Table 1 shows the quantitative evaluations of image quality (FID),
diversity (LPIPS), semantic matching with the target domains (Hu-
man and Accuracy), and the parameters scale (#Parameters) of each
method. It is observed that the multi-domain methods StarGAN and
DMIT generate images with high quality in terms of FID. However,
as we discussed above, the classifiers of StarGAN and DMIT are over-
fitted, and their generators fool the classifiers by slightly changing
textures or colors of the inputs (low LPIPS on DMIT also verifies such
observations). To avoid the limits of FID, on one hand, we ask users
to make decisions about which images from compared methods best
match the target categories and also have high appearance quality. On
the other hand, we use the AlexNet classifier introduced in Section 4.1
to automatically measure the semantic matching degree. Human pref-
erence results and the classification accuracy of generated images from
Table 1 validate our discussions about StarGAN and DMIT. Differently,
another multi-domain method StarGAN v2 achieves outstanding results
on most measurements, owing to its elaborately designed multi-task
discriminator. However, it has some limitations. For one thing, the
diversity is poor in terms of the LPIPS measurement in Table 1. In
Figs. 3 and 4, the results are almost the same when translating to the
original domain of the inputs. For another, it needs one target class
label to index the channel-wise style features (one channel for each
class), and then inputs such indexed fix-length features to the generator.
In other words, the framework requires the domain labels are mutually
exclusive (i.e. one-hot vectors). Therefore, it would be difficult for
StarGAN v2 to handle the multi-label translation settings, e.g. to the
domain of young women with black hair.

Our method achieves significant advantages over StarGAN and
DMIT, and comparable with two-domain-based MUNIT in terms of
human preference and accuracy. Though inferior to StarGAN v2, our
HIT is more general without the aforementioned drawbacks of StarGAN
v2. Besides, HIT is efficient in handling both multi-domain and multi-
modal, and even multi-granularity task. As shown in Figs. 5 and

6, given a source image, one can not only translate it to different

https://github.com/ssqiao/HIT
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Fig. 3. Qualitative comparison on ImageNet. The inputs are translated to three super domains (H-Cat and B-Cat denote House cat and Big cat respectively, and the same meaning
in the following). Two outputs (every 2 columns) for each input are sampled from predefined (MUNIT, DMIT, and StarGAN v2) or dynamically learned (our HIT) category
distributions. Best viewed in colors and zoom-in. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Qualitative comparison on ShapeNet. The inputs are translated to sofa or table domains. Two outputs (every 2 columns) for each input are sampled from predefined
(MUNIT, DMIT, and StarGAN v2) or dynamically learned (our HIT) category distributions. Best viewed in colors and zoom-in. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
categories (including the one it belongs to) with diverse outputs, but
also control the semantic granularity of target categories, befitting
from the nested distributions modeling. To further study whether
the distributions are learned well (i.e. nested), using the UMAP [69]
dimension reduction technique, we make a 2D visualization of learned
Gaussians of some categories at different hierarchy levels. Specifically,
6

1000 points are randomly sampled from each Gaussian, and then
projected to 2D space and fitted for an ellipse. From Fig. 7(a) (and
results on ShapeNet in the supplementary materials), it can be seen that
the child categories have a large overlap with their ancestors, e.g. the
Persian-House cats-Animal, demonstrating the effectiveness of proposed
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Table 1
Quantitative evaluation of images from different methods. Up-arrow/down-arrow means higher/lower result is better.

ImageNet ShapeNet # Parameters (M)↓

FID↓ LPIPS↑ Human↑ Accuracy↑ FID↓ LPIPS↑ Human↑ Accuracy↑

StarGAN [16] 73.80 – 0.61% 0.8973 83.17 – 0.27% 0.7567 53
MUNIT [5] 77.73 0.491 20.38% 0.9643 167.20 0.392 23.97% 0.9901 47*N
DMIT [23] 49.64 0.199 0.69% 0.9197 76.76 0.256 0.89% 0.8457 34
StarGAN v2 [24] 29.53 0.275 68.31% 0.9927 56.88 0.153 56.15% 0.9670 60

HIT w/o 𝑛𝑒𝑠𝑡 128.20 0.420 – 0.5765 116.61 0.028 – 0.8814 21
HIT w/o 𝑒𝑛𝑡 83.92 0.419 – 0.9048 134.27 0.270 – 0.8942 21
HIT 62.40 0.458 10.01% 0.9979 107.39 0.320 18.72% 0.9638 21
Real 0 0.561 – 0.9920 0 0.583 – 0.9939 –
Fig. 5. Examples of multi-granularity translation on ImageNet. For a target domain (animal, cat and tabby in this case) at a particular hierarchy level, styles are sampled from its
distribution. With the level becoming deeper, translations become more specific. The average LPIPS of translated images at corresponding levels is shown. Best viewed in colors
and zoom-in. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Examples of multi-granularity translation on ShapeNet. For a target domain (furniture, table and billiard in this case) at a particular hierarchy level, styles are sampled
from its distribution. With the level becoming deeper, translations become more specific. The average LPIPS of translated images at corresponding levels is shown. Best viewed in
colors and zoom-in. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 7. 2D UMAP visualization of learned Gaussian distributions of domains in different hierarchy levels on ImageNet for (a) Full HIT and (b) HIT w/o 𝑛𝑒𝑠𝑡. For each domain,
1000 points are sampled and fitted for a Gaussian ellipse. Best viewed in colors and zoom-in. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
nested loss. Finally, from the metric of network parameters scale, we
can find our HIT is more memory efficient than other state-of-the-arts.

Apart from comparisons with the most representative works, we
further evaluate the performance of more recently proposed translation
works on such categorical image translation tasks. Specifically, the re-
cent competitive works TUNIT [45], StyleDis [47] and i-StyleGAN [49]
are trained and test. The first two works are reference-guided and pro-
posed to address the problem of truly unsupervised training in image
translation problem, and the TUNIT supports both supervised and unsu-
pervised training in their public released codes. Therefore, we trained
7

two kinds of models for TUNIT, i.e., TUNIT-sup and TUNIT-unsup,
and the unsupervised model for StyleDis on our collected ImageNet
and ShapeNet datasets. All the hyper-parameter settings referred to the
recommendation of their released codes or papers. To quantitatively
compute the FID, LPIPS and semantic accuracy, for each test image
as the source (i.e., content), we randomly select 38 images from every
category as the target (i.e., style) for the reference-guided translations.
The results are show in Table 2, Figs. 8 and 9. It can be seen that
these more recent SOTAs achieve outstanding generated image quality
in terms of the FID score and visual perception in the figures, which are
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Table 2
Quantitative evaluation of more recent translation methods. Up-arrow/down-arrow means a higher/lower
result is better.

ImageNet ShapeNet # Parameters (M)↓

FID↓ LPIPS↑ Accuracy↑ FID↓ LPIPS↑ Accuracy↑

TUNIT-unsup [45] 31.67 0.392 0.8465 77.39 0.254 0.6907 129
TUNIT-sup [45] 31.78 0.366 0.9621 39.81 0.094 0.8053 129
StyleDis [47] 26.76 0.364 0.9350 63.54 0.410 0.8946 117
i-StyleGAN [49] 33.39 0.357 0.9861 63.38 0.144 0.9736 60

HIT 62.40 0.458 0.9979 107.39 0.320 0.9638 21
Real 0 0.561 0.9920 0 0.583 0.9939 –
Fig. 8. Qualitative comparison with more recent translation methods on ShapeNet.
Red rectangles indicate failed results. TUNIT and StyleDis are reference-guided, and
the others are sampling-based. Best viewed in colors and zoom-in. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)

comparable with and enen surpass the most competitive work StarGAN
v2 in Table 1. This may be owing to their elaborately designed network
modules, the parameters of which are three or even six times larger
than ours. However, the semantic accuracy of translated images is not
good enough, especially for the two unsupervised models (i.e., TUNIT-
unsup and StyleDis), which is mainly due to the lack of domain labels
for supervision. On the more challenging ShapeNet dataset, we find that
TUNIT and i-StyleGAN cannot well handle the translation task, i.e., they
either fail to change the categories (i.e., low accuracy of TUNIT) or
suffer from mode collapse (i.e., low LPIPS score of both TUNIT and
i-StyleGAN). Another general drawback of these works is the relatively
lower diversity (LPIPS score) of generations, which might be due to the
relatively smaller style space modeled by these methods. In contrast,
our HIT usually has satisfactory generation diversity as it obtains styles
from the explicitly divided hierarchical distribution space.

4.3. Model analysis

In this section, we study the impacts of the proposed nested distribu-
tions loss in Eq. (5). Table 1 shows quantitative comparisons. Figs. 10
and 11 give qualitative results of baselines without 𝑛𝑒𝑠𝑡 or 𝑒𝑛𝑡 on
different datasets. We can see that by completely dropping the nested
loss with only classifier and discriminator left for domain classification
and distribution modeling, the quality of image appearance is poor
(high FID), and even leads to mode collapse on ShapeNet (low LPIPS).
Fig. 7(b) shows that without the nested loss, distributions of parents
8

Fig. 9. Qualitative comparison with more recent translation methods on ImageNet.
Red rectangles indicate failed results. TUNIT and StyleDis are reference-guided, and
the others are sampling-based. Best viewed in colors and zoom-in. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)

and children are separated and the distribution space is holistically
sparse, which is not semantically reasonable and would easily lead
to unavailable sampling in such sparse space. It verifies that directly
learning distributions of multiple domains in a common space is a quite
challenging task. Further adding the divergence loss (i.e. w/o entropy
loss), the quality and diversity are improved, but the semantics of some
cases are still not satisfactory. Finally, with the entropy loss added, the
quality, diversity, and semantics of generated images are all improved.

It is noted that the nested distributions loss contains two sub-terms,
we further conduct the studies of the weight settings of the two sub-
terms in Eq. (5), i.e., the divergence loss 𝐿𝑑𝑣𝑔 and entropy loss 𝐿𝑒𝑛𝑡.
Specifically, such experiments are conducted on ImageNet by fixing the
original weight settings of the other loss terms, and varying the settings
of either 𝐿𝑑𝑣𝑔 or𝐿𝑒𝑛𝑡. The evaluation results are shown in the Table 3.
As for the weight settings of the divergence loss, it can be seen that
with too large or too small weight settings, the performance in terms of
image quality (FID) and semantic accuracy will be degraded compared
with the default setting. As for the weight settings of the entropy loss,
the impact on the performance of different loss weight settings is more
heavily. For instance, under the quite large weight setting of 100.0, the
model fails to generate satisfactory images in terms of the quite large
FID, unreasonable LPIPS and randomly predicted category domains, all
of which are noisy pixels on the generations. Therefore, the default
settings of 1.0 for both terms are optimal.
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Fig. 10. Qualitative comparison with baselines of our method on ImageNet, including w/o the whole nested distributions loss and w/o the entropy loss. Two translated images
to each domain of an input are shown in adjacent columns. Best viewed in colors and zoom-in. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
Fig. 11. Qualitative comparison with baselines of our method on ShapeNet, including w/o the whole nested distributions loss and w/o the entropy loss. Two translated images
to each domain of an input are shown in adjacent columns. Best viewed in colors and zoom-in. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
Fig. 12. FID of translated images on ImageNet with different hyper-parameters settings. (a). Fix 𝑚 = 200, distribution dimension as 8, and change the threshold 𝛼 (b). Fix 𝛼 = 50,
distribution dimension as 8, and change the margin 𝑚. (c) Fix 𝑚 = 200, 𝛼 = 50, and change the distribution dimension.
Table 3
Quantitative evaluation of generated images by setting different weights of the divergence loss (left half
panel) and entropy loss (right half panel). Up-arrow/down-arrow means a higher/lower result is better.

Weights of divergence loss Weights of entropy loss

0 0.1 1.0 10.0 100.0 0 0.1 1.0 10.0 100.0

FID↓ 161.89 96.04 62.40 80.00 86.19 83.92 110.12 62.40 115.78 321.84
LPIPS↑ 0.405 0.469 0.458 0.475 0.459 0.419 0.439 0.458 0.425 0.558
Accuracy↑ 0.7675 0.9443 0.9979 0.9907 0.9013 0.9048 0.8139 0.9979 0.8725 0.3339
The proposed divergence loss in Eq. (3) contains two
hyper-parameters, i.e. nested threshold 𝛼 and margin 𝑚. Besides, the
dimension of the distribution space is also one significant hyper-
parameter that has impacts on the sparseness and capacity of the
learned space. We conduct parameters analysis on ImageNet by fixing
one parameter and varying others. Fig. 12 shows the impacts on image
quality (FID) with different settings. First, with too large settings of 𝑚,
distributions which do not have nested relationship would be pushed
too far away, leading to sparse space. Sampling in such space would
make the learning of the generator quite difficult. In contrast, with too
small settings of 𝑚, the discriminabilities of distributions may be poor.
Second, as for nested threshold 𝛼, a large setting of 𝛼 would relax the
nested constraint too much, resulting in a small overlap between parent
9

and children. When 𝛼 is set as 0, it means parent and children are
completely overlapped, which would lead to concentration of all its
children. Third, similar to the impact of 𝑚, with too high dimension
distribution space but limited training data, the learned distributions
would be quite sparse. Similarly, with lower dimension settings, the
discriminabilities of sampled styles may be poor. Therefore, a trade-
off value of 200 for 𝑚, 50 for 𝛼, and 8 for distribution dimension is
generally set for all datasets. Please note that on a specific dataset, one
may obtain better results by elaborately tuning each hyper-parameter,
e.g. FID of 49.29 by setting distribution dimension as 16 is better in
Fig. 12(c).

Nested distributions modeling is the core characteristic of the pro-
posed method, which relies on the construction of a hierarchy. In
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Table 4
Quantitative evaluation of generated images by setting different numbers of leaf-level child classes (left half
panel) or hierarchical levels (right half panel). Up-arrow/down-arrow means a higher/lower result is better.

# Child classes # Hierarchical levels

2 3 4 5 6 L2 L1+L2 L2+L3 L1+L2+L3

FID↓ 86.97 84.50 62.40 66.33 76.51 67.70 66.89 73.40 62.40
LPIPS↑ 0.233 0.462 0.458 0.461 0.476 0.009 0.132 0.450 0.458
Accuracy↑ 0.8093 0.9107 0.9979 0.9496 0.9736 0.6187 0.9285 0.9853 0.9979
this part, we conduct study in terms of the number of child classes
and the number of hierarchical levels. Specifically, in our collected 3
super categories of animal heads data of the ImageNet, there exists
at most 6 child classes for each super one. To investigate the impact
of the number of child classes, we respectively set the number of
child nodes at the leaf level as 2, 3, 4, 5, 6, and evaluate the translation
performance at the super category level as done in Section 4.2. From
the results in Table 4, it is observed that too fewer child classes (e.g., 2
or 3) are not sufficient to fit the nested distribution space, leading to
poor FID score and accuracy of the translated images. Given only 2
child classes for each super domain, the LPIPS is quite small, which
reflects the poor diversity of generated modes. With the number of child
classes increasing, the overall translation performance become better
and stable. However, if more child classes are added in the hierarchy,
the FID score tends to gradually decrease, which may be due to the
increasing difficulty of optimizing the nested distribution loss. To be
more specific, inserting more sub-distributions into one parent needs
more metric learning efforts for the model. Besides, the computation
of the average prediction on the child classes in the entropy loss
(i.e., Eq. (4)) would also be less accurate in statistic when the number
of child classes becomes larger than the sampling number (i.e., set as
5 due to GPU memory limit) for each input image. Therefore, 4 or 5
child classes seems an optimal choice for the hierarchy construction in
our model.

Furthermore, we study the impact of number of levels for training
our HIT. We respectively train our HIT using only one level (i.e., the
second level L2 that the super domains belong to), the first two levels
(i.e., L1 and L2), the last two levels (i.e., L2 and L3), and all the three
levels. By evaluating the categorical translation performance at L2 level
in Table 4, we can find that using all the three levels perform best
in terms of all metrics. Besides, using auxiliary levels (i.e., the non-
target levels, L1 and L3), either using only one or all, is beneficial
to the translation performance at the target categorical level, which
demonstrates the effectiveness of the nested distribution modeling and
designed relevant constraints. Instead, directly training in one flat level
leads to mode collapse (quite poor LPIPS score and semantic accuracy).
Another interesting observation is that using the bottom two levels
overall performs better than using the upper two levels, which means
that dividing the super domains into finer-grained modes may better
benefit the distribution fit at the target level.

5. Discussions

About the continue learning in categorical translation. With the no-
tion of hierarchy, one of the advantages for the proposed model is that
newer sub-domains could be introduced on top of learning the known
ones. For example, the poodle-dog which was not initially known by the
model. We think adding new domains on known ones in our method
can be discussed two situations. The first is that the data of newer sub-
domains are included in the training stage, i.e., they participated in the
training as the roles of their parent categories (e.g., the poodle-dog as
the dog) . In such case, since all their ancestor nodes have been included
in the model and distributions of which were learned, we can directly
finetune the original model to further only learn the distributions of
the newer sub-domains by adding such distribution nodes at the leaf
level in the nested distribution space, supervised by the same devised
losses. The distributions of the known ones can be fixed. The second is
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that the data of newer sub-domains are unseen in the training stage. In
such cases, all relevant distribution nodes (i.e., all the ancestors in the
hierarchy of the newer sub-domains) should be finetuned, and the other
nodes are unchanged. As for the competitive StarGAN v2, since it needs
one channel for each domain as the output style vector, added newer
sub-domains would change the network architecture. Therefore, it may
need to train the whole framework from scratch. Since our method
is built on distribution sampling, the dimension of the style vector is
fixed and thus the architectures of generator and discriminator are not
affected. Directly finetuning the distribution space would be feasible.
Besides, the generator in our method have learnt the semantic of the
newer sub-domains at their parent level, which would lead to good
generalization ability on the unseen sub-domain data in the second
situation.

As for the current inferior FID score and poor human evaluation
score. We make analysis of the possible reasons for inferior performance
of our method, especially compared to the StarGAN v2. First, the
assumption of a single Gaussian for each category domain is not the
optimal scheme to realize the nested distribution modeling. As shown
and discussed in the section of failure case analysis in the supplemen-
tary materials, such issue would lead to sparse sampling around the
centers of parent distributions and poor generated results sometimes.
Second, the model capacity of our method is limited (21M parameters
in Table 1) compared to the other SOTAs, especially for the deeper
and larger StarGAN v2 (60M). To be honest, categorical translation is a
quite challenge task. Both the textures and shapes need to be changed
and rendered, which has high request on the network capacity. In our
framework, to compute the entropy loss in Eq. (4), we need to sample at
least 5 styles from the target domain for each input image, which leads
to high burden on the GPU memory usage. Therefore, in our current
implementation, we design a relative smaller network, which may be
one of the reasons for the inferior performance. Third, it is noted that
most of recent multi-domain translation methods including StarGAN v2
leverage the multi-task discriminator instead of the traditional multi-
category classifier (the hierarchical classifier in our method belongs to
the multi-category classifier), i.e., one adversarial discriminator branch
for each domain, which have been verified to be more effective on the
multi-domain categorical translation task. Currently, we think the three
reasons mentioned above are the main obstacles for our method to
achieve better FID and human evaluation performance. Investigation of
combining the proposed entropy loss with the multi-task discriminator
or attempt of the other derivable nested distribution modeling may help
to improve our method.

6. Conclusions

In this paper, we propose a Hierarchical Image-to-image Transla-
tion (HIT) method which incorporates multi-domain and multi-modal
translation into one model. Experiments on challenging object datasets
show that the proposed method can well achieve such two goals
and additional granularity controlled translations owing to the nested
distributions modeling. However, current work has a limitation, i.e. the
assumption of a single Gaussian for each category domain. The parent
distributions should be the mixture of Gaussians given multiple single
Gaussians of its children. This issue would lead to sparse sampling
around the centers of parent distributions and poor generated results

sometimes. Despite such limits, we believe modeling multiple domains
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in a common space is a promising way to realize efficient multi-
domain and multi-modal translation tasks, and a better assumption to
realize the nested relationships among distributions is one of our future
research directions.
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