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Abstract—This paper presents a data-driven approach for facial
expression retargeting in video, i.e., synthesizing a face video of a
target subject that mimics the expressions of a source subject in
the input video. Our approach takes advantage of a pre-existing
facial expression database of the target subject to achieve realistic
synthesis. First, for each frame of the input video, a new facial ex-
pression similarity metric is proposed for querying the expression
database of the target person to select multiple candidate images
that are most similar to the input. The similarity metric is devel-
oped using a metric learning approach to reliably handle appear-
ance difference between different subjects. Secondly, we employ
an optimization approach to choose the best candidate image for
each frame, resulting in a retrieved sequence that is temporally
coherent. Finally, a spatio-temporal expression mapping method
is employed to further improve the synthesized sequence. Experi-
mental results show that our system is capable of generating high
quality facial expression videos that match well with the input se-
quences, even when the source and target subjects have big identity
difference. In addition, extensive evaluations demonstrate the high
accuracy of the learned expression similarity metric and the effec-
tiveness of our retrieval strategy.

Index Terms—Facial expression, expression retargeting, expres-
sion synthesis, expression similarity metric, data-driven.

I. INTRODUCTION

ACIAL expression retargeting, or performance-driven fa-
cial animation, usually refers to the problem of synthe-
sizing facial expressions of a target subject that exhibits the
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same expressions of a source subject. There are three criteria
that such a successful retargeting system should meet: (1) simi-
larity, meaning that the synthesized expressions should be per-
ceptually close to those in the input performance, although the
subjects are different; (2) naturalness, meaning that the syn-
thesized expressions should look natural without noticeable ar-
tifacts; and (3) efficiency, the proposed system should require
minimal user input and is general enough to handle various
subjects.

This problem has drawn plenty of attention since the 1980s,
yet it still largely remains unsolved. Previous methods often fail
to meet all requirements mentioned above at the same time. For
instance, many previous approaches [1], [2] focus on the simi-
larity criterion, however they require too much user interaction
for generating the output expressions. Other methods such as
performance-based facial animation [3] focus on photo-realistic
rendering of the synthesized expressions, however they require
accurate 3D face models of the subjects, which are hard to ob-
tain without using special devices and setups.

Recently, data-driven approaches have shown great potential
in various synthesis problems such as creating human motions
[4] and completing occluded faces [5]. Inspired by this method-
ology, we pre-capture a video database of the target subject to
achieve photo-realistic expression retargeting. Our database in-
cludes some basic expressions such as neutral, angry, disgust,
fear, happiness, sadness, and surprise. Since video frames in
the database contain the ground-truth appearance of the target
person under various expressions, they can be used as strong
appearance priors for rendering new expressions. This allows
us to develop an efficient facial expression retargetting system
without using accurate 3D models which are hard to obtain.

However, developing such a data-driven expression retar-
geting system is a challenging task. One key problem is how to
accurately measure the facial expression distance (or similarity)
between different subjects from 2D images, as both identity and
expression differences result in appearance differences. In our
approach, we use the estimated motion (i.e., optical flow field)
from the neutral face to an expression face of the same subject
to characterize the latter. Based on this description, we derive
a strict metric for measuring expression difference between
different subjects. Furthermore, since the exact motion with
respect to the same facial expression is different for different
subjects, a metric learning approach is utilized to learn the sub-
ject-specific metric between the source and the target subject.

Another problem is how to query the database to generate a
sequence that has similar expressions to the input video, while
maintaining its temporal coherence. A straightforward solution
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is to find the most similar expression in the database for each
input frame, and then concatenate them into a sequence. How-
ever, this approach does not guarantee any temporal coherence
of the synthesized video. In our system, instead of simply
finding the most similar expressions, we select £ nearest neigh-
bors for each input frame, and optimize the retrieved sequence
via the shortest path algorithm to balance the trade-off between
temporal coherence and expression similarity.

Finally, given the limited size of the database, it is impos-
sible to always find a good match for a given expression in the
input video. To handle such cases, it is required to synthesize
new expressions of the target subject that are not in the data-
base in order to match with the input ones. Previous expression
mapping methods [2], [6] can be used for this purpose, however
they have difficulties to generate the correct facial texture, as we
will demonstrate later. Our system employs a new spatio-tem-
poral expression mapping method for synthesizing new expres-
sions. We further combine the mapped expressions with the re-
trieved ones through a refinement step, resulting in a final syn-
thesized video that meets both the similarity and naturalness
requirements.

The preliminary version of this paper has appeared in [7]. Be-
sides updating the current state of the arts and presenting more
examples, we improve the core component of the system by re-
defining the expression distance measure as a strict metric and
presenting a learning-based approach to improve its robustness
and accuracy. We conduct a thorough evaluation on the new
learning-based metric and show that it outperforms the original
expression metric proposed in [7]. We also improved the ex-
pression mapping technique used in the previous work, by intro-
ducing a novel spatio-temporally coherent expression mapping
method, which is specifically designed for video. Finally, we
present more thorough experiments and evaluations to demon-
strate the effectiveness of the proposed system.

A. Related Works

Early research on facial animation heavily relies on man-
ually specified facial features. For example, Litwinowicz and
Williams [1] animated the image with line drawings by texture
mapping. Beier and Neely [2] presented a metamorphosis tech-
nique by providing line pairs on face image. Liu et al. [6] pro-
posed the concept of expression ratio image, i.e., the illumina-
tion changes from the neutral image to an expression image,
which is applied to another person’s neutral face to achieve ex-
pression transfer purpose. Zhang et al. [8] generated the pho-
torealistic expressions through a combination of examples im-
ages in each face subregion. The synthesized texture is inferred
by applying the geometry relationship in each subregion to the
texture of example images.

Using 3D face models for expression transfer has also been
extensively studied. Williams [3] developed a puppetry system
by tracking the expressions of a human face with markers
and applying them to a textured head model. Pighin et al. [9]
showed how to create a textured 3D model for facial animation
from multiple images. Noh and Neumann [10] proposed a
technique to clone the facial expression motion vectors from
an input model to a target one. More advanced 3D face cap-
ture and animation systems, such as [11], were developed for
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high-resolution 3D model acquisition, but the cost of these
systems is high.

Various statistical face models, e.g., PCA-based models, have
been widely explored for generating new facial expressions.
Active Appearance Model (AAM) [12] and Constrained Local
Model (CLM) [13] are built upon training images with labeled
landmarks to capture the facial appearance statistics. Similarly,
the morphable model [14], [15] is formed by transforming the
shape and texture of existing 3D textured models through linear
combination. The multilinear model [16], [17] decomposes the
training data into vertex, expression, and identity dimensions
separately. These models are designed to be robust to model
unseen faces using statistics from the training data. However,
they often fail to take into account the high frequency expres-
sion details, since they only preserve the principal components.
Furthermore, the base vectors of PCA-based models usually
lack semantic meaning, thus using them for facial animation is
non-intuitive. A region-based PCA model [18] was recently pro-
posed to partially overcome these problems. Besides the PCA-
based models, blendshape model [19]-[22] has proven its worth
in industry. In this model the shape of a new expression is mod-
eled as a person-specific blending of its neutral expression and
the displacements of other expressions w.r.t the neutral pose.
However, building this model for a target subject requires ex-
tensive skills.

Some new face video generation and editing systems
emerged recently. Kemelmacher-Shlizerman et al. [23] devel-
oped a near-realtime puppetry system through image retrieval.
However, the generated face video often lacks temporal coher-
ence when the dataset of the target subject is small. Based on
this work Kemelmacher-Shlizerman et al. [24] further reported
an approach for creating face movies from large amount of
photos, by seeking an optimal order of these photos and intro-
ducing smooth transitions between aligned face images. Dale
et al. [17] presented a system to replace faces in videos that
are of approximately the same appearances, expressions, and
poses with a 3D multilinear model. Yang et al. [25] proposed
a facial expression editing system by reconstructing the 3D
geometry of each frame and factorizing the 3D models using
a spatio-temporal multilinear model. This allows the user to
manipulate the expression and identity dimensions separately.

Our work is also related to previous research on developing
facial expression distance metric. Given the large volume of
work on facial expression recognition, it is natural to try to use
the facial features previously used for expression recognition
for developing an expression distance metric. However, these
features may not be able to yield a continuous distance func-
tion. For instance, the Facial Action Coding System (FACS)
[26] used in the CERT system [27] only performs well when
recognizing the large motions of action units. It is unclear how
to distinguish subtle changes of action units. Furthermore, these
features usually do not take identity difference into account. For
example, the Gabor wavelet used in [28] and Local Binary Pat-
tern (LBP) [29] used in [23], [24] may generate noticeably dif-
ferent scores if the same expression is performed by different
subjects. In contrast, the metric proposed in our system takes
identity difference into consideration and only measures the ex-
pression difference.
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Fig. 1. System overview. To generate a new video of the target subject based on the input facial performance of the query subject, we query the pre-captured
expression database of the target subject to obtain an initial retrieved sequence. We then generate another sequence using expression mapping techniques, and

combine two sequences together to generate the final result.

B. System Overview

The system flowchart is shown in Fig. 1. Given the input
sequence of the query subject, and the expression database of
the target subject, we first identify the neutral expression for
both subjects, which will be used in the expression metric for
retrieval. The expression metric measures not only the motion
from the neutral frame to an expression frame, but also the tem-
poral motion velocity at the expression frame. The metric is fur-
ther improved by a learning-based approach. Using the metric
the system produces a retrieved sequence. The system also gen-
erates a synthesized sequence using expression mapping, and fi-
nally combine these two sequences together to produce the final
result.

II. LEARNING-BASED EXPRESSION METRIC

In this section, we describe our expression similarity metric
that takes into account the appearance difference between dif-
ferent subjects. Our metric is built upon an optical flow-based
descriptor, which can capture subtle facial expression changes
between two facial images, as described in Section II.A. We fur-
ther show that for video frames, good expression matching re-
quires not only their static facial expression distance, but also
higher order statistics such as the velocity of expression changes
at individual frames. By incorporating expression velocity, we
construct an Euclidean facial expression similarity metric, as
described in Section II.B. Finally, in Section II.C we present a
metric learning approach which improves the accuracy and ro-
bustness of the proposed metric.

A. Optical Flow-Based Descriptor

Given an expression image (), of the query subject () and
another expression image 7, of the target subject T’, our goal is
to compute the expression distance (or similarity) between .
and 7, . We take advantage of the corresponding neutral face @,

of person () and 7}, of T to achieve this goal, which are manu-
ally selected from the videos. This needs to be done only once
for each subject. The motion filed between (),, and (J. (simi-
larly between @,, and QQ..) can well capture the facial difference
caused by the expression shown in (J.. We thus estimate the
motion using an existing optical flow approach [30] and build
the metric upon it.

Denote the optical flow between ¢},, and Q. as F¢), _,¢., SO
is Fr 1. between T,, and T,.. However, directly comparing
Fg .o, and Fr .7 to measure the expression similarity is
not good, as two flow fields contain identity difference and are
in different coordinates. Therefore, registration is required for a
meaningful comparison.

To accurately align the optical flow fields, we first extract
facial landmarks using the Active Shape Model (ASM) [31],
[32] (Fig. 2(a)), then remove the non-deformation offset such
as 2D translation, rotation, and scaling, by computing a simi-
larity transform matrix between two models on the nose region
(Fig. 2(b)), which is mostly invariant to expression changes. To
account for the difference between two facial shapes, we build
a piece-wise affine mapping function via Delaunay Triangula-
tion, as shown in Fig. 2(c). Using this mapping function, we map
both flow fields to a common reference face shape i, which is
a pre-defined canonical shape. If such a canonical shape is not
available, we use the mean shape of the neutral faces of both the
query and the target subject as R, as shown in Fig. 2(c). Note
that this is different from the mapping method used in [7], where
the flow filed of the query subject is directly mapped onto the
face region of the target subject. This one directional mapping
leads to an asymmetric distance metric. We avoid this problem
by mapping both flow fields to a canonical shape, ensuring that
the derived distance is symmetric.

Specifically, given a pixel a in R’s face region and the piece-
wise mapping function ¢ : J,, — R which encodes the pixel
correspondence between (,, and R, the corresponding pixel in
Q. is givenby b = g~1(a). Then, the optical offset Ab for pixel
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(b)

Fig. 2. Initial processing of the neutral face. (a) Green markers are automati-
cally detected, and red ones are manually labeled used for expression mapping
in Section IV.A. (b) The green contour shows the face region. The eye, nose
and mouth regions are marked in magenta, cyan, and blue, respectively. (c) The
mean shape of query neutral face and target neutral face can be regarded as a
reference shape.

b can be interpolated from the optical flow matrix Fg, _.q..
Therefore, the optical offset Aa for pixel a is computed as:
Aa = g(b+ Ab) — a. (D
Equation (1) holds under a direct assumption that the mapping
function from ). to the virtually deformed expression face of
R equals to ¢. Since facial landmarks change according to the
facial expressions, the piece-wise correspondence roughly does
not change, thus the assumption holds. In this way we can com-
pute two mapped and aligned flow fields on the canonical shape
as Mg, .q., Mr, .y, € R"¥2, where n is the number of
pixels in R’s face region, i.e., only the optical flow in the face
region is considered.
With the aligned flow fields, the L2 norm can be used to mea-
sure their difference. For two optical offset vectors 4 and v, their
distance is

dou,0) = [[u — o], @)
where dy (-, -) is called the basic distance function. However,
one more thing we need to consider is that physically, the op-
tical offsets of pixels on face regions differ in their movement
scales. For example, when expression changes from neutral to
smile, the eye and mouth regions usually deform significantly,
while the nose region remains roughly unchanged. To account
for different motion scales of different facial components, we
introduce a weight for each pixel:

dE(Qe Te) = Z 71)idg(]\/an—>Qg,i> J\/[Tn—)TC,i)ﬁ

i

)

where My _.q, . indicate the ¢th pixel’s offset, i.e., the sth row
of flow matrix M), ¢, , and w; is the weight for the 4th pixel.
In our system we set w; = «, = 1.0 for the eye region (marked
in magenta in Fig. 2(b)), w; = a,, = 0.1 for the mouth region
(marked in blue in Fig. 2(b)), and w; = O for pixels outside
these two regions. This is because perceptually, the expression
can be well captured by the movement in the mouth and eye re-
gions. The ratio ev,,, /ev, = 0.1 is verified by the cross validation
experiment shown in Fig. 6, which can be interpreted as that the
movement in the mouse region is ten times as large as that in
the eye region.
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B. Incorporating Expression Velocity

The distance function derived in (3) only considers the static
expression distance. When dealing with video frames, the ve-
locity of expression changes at each moment also needs to be
taken into account. In other words, when comparing a query
frame and a database frame, we expect not only the static expres-
sion distance between them is minimized, but also the expres-
sion change momentum at these two times needs to be matched.
This will greatly improve the temporal coherence of the re-
trieved frames.

We measure the expression velocity of a frame in a sequence
by computing the optical flow between the current frame and the
next frame. Let ng be the gth frame of the query sequence, its
expression velocity dF oW is given by:

dF =F @)
The expression velocity of the ¢th frame of the target database
sequence, i.e., dFT(f), is defined in the same way.

To compute the Ve1001ty difference, both dF (@) and dFTm
need to be firstly aligned to the reference face shape R to re-
move identity difference. Specifically, for Qe , aligned flow

M O QL implies that each pixel in the reference shape cor-

responds to a point in QE}” , thus optical flow between ng) and
ng“) can be easily mapped back to the reference shape. Let
dM (2) anddM (+y denote the mapped velocity flow of A F o
and dF i) respectlvely The velocity distance is computed as:

d,,%( (0) Tt)) Zwldb (dMng) M) ) (5)

where w; and dy (-, -) are the same as those in (3).

Combining the static expression distance in (3) and the ex-
pression velocity difference in (5) together, our complete ex-
pression distance measure for video frames is defined as:

D% (QW, 1) = 7.2 (QW, T + 2 (QW, 1)
(6)
where v, and 7, are balancing weights for two distance terms,
subject to v, + v, = 1 (v = 0.9 and v, = 0.1 in our system,
which are obtained by the cross validation experiment shown in
Fig. 6). A small weight for the expression velocity term helps
to make the expression distance more accurate. The proposed
distance function in (6) is a strict metric that satisfies non-neg-
ativity, symmetry, and triangle inequality.
It is easy to show that the distance metric in (6) can be for-
mulated as linear algebra operations. We vectorize the optical
flow matrix M 0,0 and dM O and then integrate them

into one single column vector My € R*™, which is called the
Expression Flow feature:

ng) Qﬁ‘”—@ﬁ‘””'

™m0 = [Vec (MQ,,,—QT)) ; vec (dMQi‘“ﬂ . @)
The distance measure in (6) is rewritten as:
D} (0, 109)
= DIQ:—, (ngq) , mTe(t))
T
= ( m — w) w (ngq) - mTy)) )
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where W € R*"*47 is a diagonal matrix:

<y WnYe, WiYes - -

W1 Yy oo s WrVoy W1Yey -

- s WnYe,
cWnYe]). (9)

W = diag([w1ve, . .

We can see that the proposed metric in (8) is a weighted L2 norm
distance function.

C. Metric Learning

The expression metric proposed in (8) is an Euclidean dis-
tance. However, the flow-based metric does not encode expres-
sion semantics, thus may not be consistent with the human per-
ception of facial expressions. For instance, consider the case that
one subject changes his expression from sad to a subtle smile,
and then to a big smile. The distance from sad to a subtle smile
may be the same as the distance from a subtle smile to a big one,
according to the flow-based metric, however the former is usu-
ally considered as a bigger mode change for human perception.
Under this observation, we propose to use a learning-based ap-
proach to make the expression metric be more consistent with
human perception.

Metric learning itself is an extensively studied topic in com-
puter vision. Following some previous works [33], [34] which
argue that Mahalanobis distance has much better generalization
performance than Euclidean distance, in this work we aim to
learn a Mahalanobis distance metric for measuring expression
similarity. The principle of our Mahalanobis distance learning
approach is to select a positive definite matrix A, which param-
eterizes the distance function as:

D?\[ (ng)/ Tt(t))
= D?M (ngq) , mTc(t))
T
= (moe —my ) A(myw —me0 ). (10)

When A equals to W, the Mahalanobis distance degrades to the
weighted Euclidean distance in (8). Davis et al. [34] solve this
problem by minimizing the relative entropy between two multi-
variate Gaussians. It can handle various constraints, including
similar or dissimilar constraints (the distance should be rela-
tively small or large), and relative relations between pairs of
distance. In addition, It is fast and robust over high dimensions.
Therefore, we use the Information-Theoretic Metric Learning
(ITML) approach [34] to select A.

Specifically, we have a dataset {(ng))q, (Te(t))t}, from
which we can extract the expression flow feature set
Q= {(mQﬁq))q, (mTF(t))t} = {(m;);}. Suppose the dataset
contains some labeled image pairs, i.e., similar and dissimilar
pairs. All pairs of samples that are labeled as similar (and
dissimilar) form a pairwise similar constraint set S (and a
dissimilar constraint set [). Then, the optimization problem
becomes how to regularize A to be close to W given the similar
and dissimilar constraints. This closeness is measured in an
information-theoretic approach. There exists a multivariate
Gaussian distribution p(m; A) = (4)exp(—1D3,(m,p))
which corresponds to the distance function in (10), where Z is
the normalizing constant, g is the mean of all distances, and
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Fig. 3. Our user interface for labeling image pairs for metric learning. Given
one expression of one subject shown on the right side of the board, the UI allows
the user to specify an image with similar expression (left, top row) and another
image with dissimilar expression (left, second row), from the candidates in the
last row.

A is the inverse covariance. Consequently, the metric learning
problem is formulated as a relative entropy minimization
problem:

minimizes KL(p(m; W)||p(m; A))

subject to  Das(my,m;) < u, (m;,m;) € S

<
> 1, (mi,mj) eD

DM(mi,mj) (11)
where p(m; W) and p(m; A) are two multivariate Gaussian dis-
tributions parameterized by W and A, respectively, and KL
stands for the Kullback-Leibler divergence between two distri-
butions. # and / are pre-defined upper and lower bounds (we use
the 5th and 95th percentiles of the initial Euclidean distances),
respectively. The information-theoretic formulation in (11) is
solved via Bregman optimization [35]. Please refer to [34] for
the detailed procedure.

The labeled dataset required for metric learning can be gen-
erated automatically in some cases, if some prior knowledge
about the input data is available. For instance, the CK+ dataset
[36] contains labeled expression images, thus we can use im-
ages with the same expression label to form the similar con-
straint set .S, and those with different labels to form the dissim-
ilar constraint set D. If for other datasets such prior knowledge
is not available, we propose an efficient user interface, which
allows the user to manually define such relationships, as shown
in Fig. 3.

One may notice that in the preliminary version of this work
[7], a direction difference term is incorporated in the basic ex-
pression distance function to characterize the movement direc-
tion of optical flow:

dy(u,v) = Bl = vl3 + fo(—u- v + [Jull2]lo]l2),  (12)

where 3,, and (3, are two balancing weights for the magnitude
and orientation terms (they are both set to be 0.5 in this paper,
according to the cross validation result shown in Fig. 6), respec-
tively. However, the direction term is defined in an add-hoc way.
It makes the resulting distance measure to be not a strict metric.
In contrast, the learning-based metric proposed here is more
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Candidate
Graph

Fig. 4. The directed graph for shortest path optimization.

principled and effective. Compared to the distance measure de-
fined in (12), the learned Mahalanobis distance discards the ori-
entation term to form a strict metric, and makes the parameter
matrix more flexible (i.e., not just diagonal). Furthermore, the
empirical mixup of magnitude differences in (12) may have
poor performance to unseen data. On the contrary, the learned
Mabhalanobis metric achieves better accuracy by automatically
combining the differences from different dimensions, and obvi-
ating empirical parameter selection, both implying a better gen-
eralization performance. In addition, the parameter matrix A can
be decomposed into K K, where K can be seen as a transform
of the expression flow feature. This suggests that the expression
flow features can be more distinguishable in the transformed
space.

III. OPTIMIZATION-BASED RETRIEVAL

In this section, we show how to query the database to obtain a
retrieved sequence which closely matches with the expressions
in the input sequence, while maintaining temporal coherence.
The main idea is to retrieve multiple candidates for each input
frame, and then formulate the retrieval problem as a shortest
path energy minimization problem to find the optimal solution.

Specifically, using the facial expression metric, we query the
database of the target person to obtain the k£ nearest neighbors
(k = 20 in our system) for each frame in the input video, which
are called the candidate frames. For the qth input frame ng),
the jth candidate frame is denoted as CJ(q) € {(Te(t))t}, where
je{l,....k}andq € {1,....7}.Instead of directly lining up
the most similar expression images to form the output sequence,
we build a directed acyclic graph of the candidate frames, as
shown in Fig. 4, to generate the optimal sequence.

In Fig. 4, a directed arc only exists between candidate frames
atadjacent moments. For an edge r,g?) between C?) and C](-q+1) ,
its length is defined as:

£(+@) =p(c.QW) + D (cfr, Q)

(i) -7 () o)’

202

+nexp | — (13)

where D(-,-) is the distance function defined in (10), 7(-) is
the timestamp function indicating the timestamp in the database
sequence of the input frame, # is the balancing weight for the
temporal term (an empirical value of 0.05 is used in our system),
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and p and o are the parameters of the exponential penalty func-
tion. Specifically, x is a temporal scale variable which controls
the preferred temporal spacing of the selected database frames
for adjacent input frames. For instance, if in the input video the
subject performs the expression changes much faster than the
videos in the database, then we prefer a larger value for x.. The
L2 norm in the temporal term allows small temporal shift, and
penalizes on large shift. 1+ can potentially be set automatically at
different times according to the motion speed. However, doing
so does not result in significant changes in the results, according
to our observation. Therefore, y is fixed to 1 and o is fixed to 2.

Once the graph is constructed, the retrieval problem can be
formulated as a shortest path optimization problem, i.e., finding
the path associated with the minimal cost from the start to the
end moment. Let Pcm ! denote a path from the start node

4 J

C’i(1> to the end node CJ(-T). The optimal path P,..; is minimized

via:
Pret = argmin arg min
%C'j(ﬂ') T‘GPC’El)*)C;T)

L P

L(r), (14)

where the inner minimization is to select the optimal path given
the fixed start node C,[-(l) to end node C;T) , and the outer mini-
mization is to choose the minimal path from all possible combi-
nations of start and end nodes. The above shortest path problem
can be solved efficiently via a number of algorithms, such as
Dijkstra’s algorithm with Fibonacci heaps, as described in de-
tail in [37].

It is worth mentioning that our optimization-based temporal
coherence strategy is inspired by, but different from some prior
works on creating temporally coherent animation [11], [24],
[38]. For instance, Kovar and Gleicher [38] mainly explored
how to blend motions with smooth transitions to address the
temporal coherence problem, while our goal is not only to create
a temporally coherent sequence, but also to make sure each
frame in the new sequence has the same expression as the input
frame. To the best of our knowledge we are the first to intro-
duce this optimization strategy to the problem of expression re-
targeting in video.

IV. EXPRESSION REFINEMENT

As a common limitation of data-driven methods, the quality
of the retrieved sequence generated in Section III is limited by
the size of the database. Ideally, the size of the database should
be large enough to capture a dense sampling of the entire expres-
sion space of the target subject. However in practice this is not
always possible. With a limited database, the retrieved images
may not exactly match with the input expressions. Furthermore,
the temporal jitter will be inevitable when we retrieve expres-
sions for which we do not have dense samples in the database.
To deal with these issues, we propose a refinement step which
improves the quality of the retrieved sequence by combining it
with expression mapping techniques.

A. Expression Mapping

Liu et al. [6] proposed so called Expression Ratio Image
(ERI) to map the facial expression from one individual to an-
other on 2D images. Using this method, given a neutral image
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X and an expression image X' of the same subject as example
data, the expression, including its associated appearance de-
tails (e.g., winkles around mouth corners when smiling), can be
transferred to the neutral face ¥ of another subject to create a
new expression image Y'. The key idea of ERI is to utilize il-
lumination changes to describe facial expression changes. Fol-
lowing this idea, in the preliminary version of the paper [7],
we proposed a new method called Expression Mapping Image
(EMI) to synthesize novel facial expressions of the target sub-
ject given the examples of the query subject. However, the EMI
sequence just consists of independently-generated EMI images.
Thus, the quality of the generated sequence may be affected
by temporal inconsistency. To address this problem, we pro-
pose a spatio-temporally coherent expression mapping method
(ST-EMI) for video, which can generate temporally coherent
expression mapping sequences.

Before introducing the ST-EMI method, we first briefly
explain the previous EMI approach. Given an expression face
image of the query subject ()., with the help of two neutral
faces (2, and T5,) of both the query and the target subjects, the
corresponding expression face T, of the target person is synthe-
sized by the following steps. Let a € ), and @’ € Q. denote
the same facial point before and after expression changes, and
let b € T,, denote the corresponding point to a. We can see that
b equals to h{a), where A is the mapping function from (2,, to
T... The synthesized expression image is computed via:

e =, (15)

Ca

where V' is the shifted point b after the same expression changes,
and ¢y, is the color value of its subscript symbol. The color ratio

(16)

Dy = Ca’/ca

is called the expression ratio.

The correspondence of neutral and expression face is built by
manually labeled markers in [6], which is labor intensive when
generating a sequence. Therefore, we compute the correspon-
dence via optical flow as in [7]. To avoid interpolating color
values in non-integer position &', which will cause blur, we start
the mapping procedure by going through the pixels in 7, instead
of Q,,. Given a pixel &’ in the expected image T, we get the cor-
responding point a’ in Q. by a’ = h~1(¥’). The original point a
in Q,, of shifted o’ is obtained via the optical flow between ().
and (2,,. In this way we find the expression deformation offset
of point b. Finally, the expected color value of pixel & is deter-
mined by (15).

Now we demonstrate how to extend the EMI approach to be
spatio-temporally coherent. Since the generated images of the
target subject all refer to a common neutral image, the key is
to make the expression ratio to be both spatially and temporally
smooth. We can achieve this by solving the following energy
minimization problem:

minimize g

2 2
ny HVSR@ . an
2 2

‘R(i) _p®

where P\, i € {1,...,7} is the original color ratio computed
via (16), R is the expected expression ratio at moment ¢,

Vi = (8,0, Bt)T is a three-dimensional gradient operation,
and v is the weight for the gradient-based term (an empirical
value of 0.5 is used in our system). The temporal gradient R
is defined as R®) — R(Fl), and R is set to 1.

Since L2 norm imposes heavy penalty on outliers, robust
functions can be embedded in (17) to allow discontinuity.
Therefore, we re-formulate the energy function as:

)

2 .
) 00 (‘ng@
(18)

minimizeg e Z v (‘R}({i) - pW®

where W(s2) = v/s2 + ¢2. In our system we choose ¢ to be a
small value 0.001, resulting in a L1 minimization. z = (x, y) is
the pixel position, and Rg) is the element of ratio matrix R"") at
position z. The solution of the above optimization formulation
18 must satisfy the Euler-Lagrange equation:

2) Y[R — P

2 .
>v333>> =0, (19)

NG (’R;’) _ Pa@

_pdiv (qﬂ (ng;“

where div(-) is the divergence operator. The Euler-Lagrange
Equation can be efficiently solved by various numerical ap-
proaches, such as successive over-relaxation (SOR) [39]. Fi-
nally, by multiplying the expression ratios on all frames with
the neutral image of the target person, we obtain the final ex-
pression mapping sequence.

B. Combined Synthesis

So far we have obtained the retrieved sequence (Section IIT)
and expression mapping sequence (Section IV.A). On one
hand, the retrieved sequence cannot exactly match with the
query video and there exists a small amount of temporal jitter.
However, the facial appearances of the retrieved sequence come
from real data. On the other hand, the synthesized sequence
generated from expression mapping is temporally coherent,
but the facial appearances on some frames may have artifacts
since they are generated from a single neutral image. Given that
two results are complimentary to each other, we therefore can
combine them together to achieve the final optimal solution.

Our approach for combining two sequences is to compute the
optical flow between their corresponding frames, and then use
it to warp the retrieved frame to the expression mapping frame
to generate a warped frame as the final result. In this way, the
advantages of both the retrieved frame and the expression map-
ping frame are retained. As shown in Fig. 5, the final result not
only matches well with the input performance, but also has real-
istic, artifact-free facial appearance. In addition, it is temporally
coherent.

V. EXPERIMENTS

In this section, we conduct extensive experiments to demon-
strate: (1) the accuracy of our proposed facial expression
metric, (2) the effectiveness of the temporal coherent retrieval
approach, and (3) the effectiveness of the whole system for
facial expression retargeting.
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Fig. 5. An example of expression refinement. (a) The query frame. (b) The
retrieved frame. (c) The frame generated by expression mapping. (d) The final
combined result.

Recognition rate

i
107 107" 10’ 10! 10°
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Fig. 6. Cross validation results for tuning parameters. x. and ,,, 3., and
3,,and v, and 7, are three pairs of parameters need to be tuned. We vary one
variable each time. We can see that the best performance can be achieved when
amfa. =01, 8,/8,, = 1,and v, /~. = 0.1.

A. Expression Metric Verification

We first evaluate the proposed expression metric on the task
of facial expression recognition, which is conducted on the CK+
dataset [36]. The dataset consists of the facial expression se-
quences of 122 subjects performing from the neutral expres-
sion to one certain extreme expression. We pick out only the
extreme expression and the neutral expression to construct our
recognition dataset. Since only eight expressions are labeled,
the recognition task is essentially an eight-category classifica-
tion (578 neutral, 44 anger, 18 contempt, 58 disgust, 25 fear, 68
happiness, 27 sadness, 82 surprise). A naive % nearest neighbor
classifier (£ = 3 in this experiment) is used for expression clas-
sification. The parameters of each method are tuned via 5-fold
cross validation, as shown in Fig. 6. We repeat the experiment
twenty times and average the recognition rates as the final result.

There are a few options to generate the training set for
both the ANN classifier and our learning-based metric. First,
following previous multi-class classification methods, we ran-
domly select an equal number of samples from each expression
class for training, and use the rest of samples for testing. We
use the training dataset to train both our metric and the ANN
classifier. We compare the recognition results of the LBP
method used in [23], the heuristic method proposed in [7], and
our proposed metric in Section II.C, which are labeled as LBP,
Unlearned, and Learned in Fig. 7, respectively. The results
of this test case, using different number of training examples
in each category (maximum number is 18 as the “contempt”
category only has 18 examples), are shown in Fig. 7(a). It
shows that our learned metric improves the accuracy by up to
20.0% compared with the other two metrics.
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Fig. 7. Facial expression recognition results, whose training examples are ob-
tained by randomly selecting (a) an equal number of samples from each class
and (b) a certain number of subjects, respectively.
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However, the training and test datasets created in this way
may contain the expressions of same subjects. In our retargeting
problem, we use the facial expression video of one subject as
input to synthesize new facial expressions of another subject,
therefore it is more reasonable to include the facial expression
of different subjects in the training and test datasets. That is,
two datasets should not contain the expressions of the same sub-
ject for our application. We then conducted the second round
of experiments by using a certain number of subjects as the
training set (ranging from 5 to 60), and the rest subjects as the
test set. The results are shown in Fig. 7(b). We can see that the
learned metric also improve the performance by up to 7.6% than
our previous heuristic metric in [7]. More importantly, optical
flow-based descriptor is demonstrated to significantly outper-
form the LBP feature, which fails to accurately describe facial
expression changes for the weak ANN classifier.

B. Objective Evaluation on Retrieval

To show the superiority of our temporal coherent retrieval
strategy, we conduct experiments for evaluating the quality of
the retrieved sequence. First, a video of the query subject per-
forming exactly the same expressions as one of the sequences in
the database of the target subject, which we call the ground-truth
sequence, is captured. We then remove that sequence from the
database, and use different retrieval techniques to generate the
retrieved results, using the video of the query subject as input.
We evaluate each retrieved sequence by comparing it with the
ground-truth sequence. The goal of the evaluation is twofold:
first, we want to measure the match precision, which is the facial
expression similarity between the retrieved and ground-truth
frames; secondly, we want to measure the temporal coherence
of the retrieved sequence, as human perception is quite sensi-
tive to temporal jitter. We believe these two factors are the most
important ones for measuring the quality of the retrieval results.

Specifically, in our experiments match precision is com-
puted as the average feature distance between the retrieved
and ground-truth frames. To accurately measure the feature
distance, we manually label facial landmarks on both the
retrieved and ground-truth frames, and compute the sum of
Euclidean distances between corresponding feature points as
the per-frame distance. Temporal coherence is measured by
the maximum distance between consecutive frames, since even
a single sudden expression jitter in the video can degrade its
perceptual quality.
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Fig. 8. Generated results of target person 71 and 72. (a) The common query frames of input person ¢}1. (b) The retrieved, ST-EMI, and final frames of target
person I'1. Frames in the first row are the retrieved and ST-EMI (left and right at each moment, respectively), and those in second row are the final results of 7'1.

(¢) The retrieved, ST-EMI, and final generated frames of target person 7°2.

We choose 100 pairs of query and target sequences in the
CK+ dataset [36] to perform this evaluation. First, by using fa-
cial landmarks each pair of query and target sequence is nor-
malized and aligned to a common shape. Since two sequences
in each pair may not have exactly the same length, Dynamic
Time Warping (DTW) [40] is then applied to align them in the
time domain. To gather statistics from the results on different
sequences, for each pair we treat the computed distance by the
method proposed in [7] (shown in italic in Table I) as baseline.
Specifically, the distances of other methods are normalized by
those of [ 7] for each pair of sequences. Then the geometric mean
of these ratios among all the test pairs is regarded as the final
evaluation result. The training set of the learned metric is gen-
erated by randomly choosing 5 subjects that are not used as nei-
ther query nor target from the CK+ dataset.

The results of the objective evaluation are shown in Table I.
From the results we have the following findings:

1) without the optimization-based retrieval strategy presented

in Section III, that is, just by selecting the most similar
image for each input frame to construct the sequence, the

TABLE 1
OBJECTIVE EVALUATION RESULTS ON DIFFERENT RETRIEVAL STRATEGIES
WITH DIFFERENT SIMILARITY METRICS. (A) MATCH PRECISION
INDICATOR. (B) TEMPORAL COHERENCE INDICATOR

No optimization

Retrieval in [23]

Our retrieval

LBP in [23]
Unlearned metric
Learned metric

1.1785
0.9960
0.8978

1.1721
0.9975
0.9003

1.1387
1.0000
0.8881

(a)

No optimization

Retrieval in [23]

Our retrieval

LBP in [23]
Unlearned metric
Learned metric

1.6039
1.1290
1.0382

1.5406
1.1077
1.0220

1.0917
1.0000
0.8372

(b)

temporal coherence drops significantly (12.9% for the un-
learned metric in [7], 24.0% for the learning-based metric).
Meanwhile, the match precision does not change much.
This suggests that the optimization-based retrieval strategy
can effectively improve the temporal coherence of the re-
trieved sequence.



308

Retrieved / ST-EMI Query

Result

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 16, NO. 2, FEBRUARY 2014

Fig. 9. Generated result of subject 5130 from the CK+ dataset. Top row: the query frames of input person Q2. Middle row: the retrieved and ST-EMI frames of
5130 (left and right at each moment, respectively). Bottom row: the final generated frames of S130.

i

1 £

Fig. 10. A talking result of target person 7'1 driven by input person (23. First row: query frames. Second row: synthesized frames.

2) Our optimization-based retrieval strategy outperforms the
retrieval strategy proposed in [23]. In particular, with our
retrieval method, the temporal coherence of the LBP fea-
ture is improved by 31.9%.

3) Our learned expression similarity metric outperforms the
LBP feature and the unlearned metric [7] in every test.

4) Overall by combing the learned metric with the optimiza-
tion-based retrieval strategy, our proposed method signif-
icantly outperforms the previous approaches presented in
[23] and [7].

C. More Results and User Studies

To evaluate the system as a whole, we collect the databases
of three target subjects. The videos of two of the target subjects,
one male and one female, denoted as 7'1 and 7'2, respectively,
are collected by ourselves. These two non-professionals are
asked to perform some basic expressions for one minute. Thus
each database video contains roughly 1500 frames. The third
target subject is a female subject S130 from the CK+ dataset
[36], whose database consists of 11 short sequences (220
frames). We also collect facial performance videos of other

query subjects as input data to the system. Note that the query
subjects are different from the target subjects.

Some generated results are shown in Fig. 8, Figs. 9 and 10.
Fig. 8 is the result of target subject 71 and 7'2 driven by a
common video of a male subject Q1. Fig. 9 is the result of sub-
ject S130 driven by a female subject Q2. Fig. 10 is the result
of target subject 7'1 driven by a female subject (J3. From the
results we can see that, first, our system is able to synthesize
new expressions that are not performed in the database, such as
the pouting expression shown in Fig. 8. This conclusion is also
supported by the result with a small target database, as shown in
Fig. 9. Secondly, our system can handle expressions performed
at different speeds. For example, a fast talking sequence is used
as input in Fig. 10, and our system can successfully synthesize
the corresponding result for the target subject even though his
database does not contain such fast motion examples. The whole
set of generated videos is included in the supplementary mate-
rial of this paper.

Moreover, we perform subjective evaluation experiments
to demonstrate the effectiveness of our system. We prepare
three pairs of input and output sequences, as shown in Fig. 8(b)
(named as 7'1), Fig. 8(c) (named as 7'2) and Fig. 9 (named
as S130), respectively. For each example we compare four
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TABLE II
SUBJECTIVE EVALUATION RESULTS. THESE
RESULTS ARE ALL STATISTICALLY SIGNIFICANT.

[ | T1 [ T2 [ 5130 |
[23] 1.26 1.58 1.41
Our retrieved | 248 | 2.97 2.58
Our ST-EMI 285 | 191 3.45
Our final 4.02 | 4.52 4.06

different results: result generated by the system proposed in
[23], our retrieved sequence, our expression mapping sequence,
and our final result.

We have gathered 30 volunteers in our user study, all of whom
are undergraduate students in various departments in our uni-
versity. For each subject, the query video and a result video
are shown side-by-side three times. The subject is then asked
to grade this result from 1 (not good at all) to 5 (very good)
according to its visual quality compared with the input video.
The average user scores for each method and each example are
shown in Table II, which suggest that our system generates sig-
nificantly better results than previous approaches.

D. Limitations

The presented data-driven framework for synthesizing facial
expression videos also has some limitations. First, our system
only focuses on frontal facial expression synthesis. Generating
expressions under various poses is more challenging and is our
future work. Secondly, although our system works well with
a relatively small database, artifacts tend to appear more often
when the size of the database is reduced, and it becomes hard to
generate satisfactory results if only a few expressions are known
in the database. How to generate better results with very small
databases is still an open question. Thirdly, inaccurate optical
flow estimation under extreme expressions can affect the per-
formance of the similarity metric and the expression mapping,
resulting in bad synthesis results. Finally, our system currently
is not able to perform in real-time, which is the ultimate goal we
would like to achieve.

VI. CONCLUSION

We have proposed a data-driven framework to transfer the
expression performance in an input video to a target subject in
the database. To achieve this we first present a learning-based
expression similarity metric to measure facial expression simi-
larity between different subjects. We then propose an optimiza-
tion-based approach for generating a retrieved sequence which
matches with the expression performance of the input video. Fi-
nally, we improve the retrieved sequence by combining it with
the sequence generated by a sptatio-temporally coherent expres-
sion mapping method. Quantitative and qualitative evaluation
results show that our system significantly outperforms previous
approaches on achieving realistic, temporally coherent and ac-
curate expression transfer results.
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